**Instructions:**

Agreement of scores and score interpretation between assessors who use the rubric is an important goal that must be met before data can be scored. Therefore, before being exposed to the official data used in any research study, novice assessors go through a fairly extensive training process.

A sample training process:

Novice assessors go through 8 physics problems and score at least 5 students’ written solutions using the rubric. They should compare their scores with an expert assessor and discuss their results for every problem. They can adjust their score after the discussion. Usually after discussion, the agreement is pretty high. Agreement within 1 (each category of the rubric is scored from 0-5) could go up to 100% after discussion. When achieving exact agreement between raters 60% and the agreement within 1 90% before discussion, the training can be stopped. The training process can be repeated (using different sets of students’ written solutions) if necessary.

In addition to percent agreement, another statistical measure of reliability can also be used. Kappa (Cohen, 1960; Howell, 2002) is a measure of raters’ exact score agreement after correcting for expected agreement by chance. Weighted kappa is an extension of the kappa measure that considers the degree of difference in raters’ scores (Cohen, 1968). Scores that are closer (such as agreement within one score) are given more weight in calculating the kappa agreement score than scores which differ more substantially. A kappa value above 0.60 is considered by some researchers to indicate “substantial agreement” and a value above 0.80 is considered “almost perfect agreement” (Landis & Koch, 1977). You may refer to Jen Docktor’s PhD dissertation (Docktor, 2009) for more information.
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